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From Little Science to Big Science
The making of knowledge has become an ever more integral part of our contemporary way of life. But much of the knowledge that is being made has little in common with what is usually referred to as science. As social life has come to be infused with an overarching commercial mentality, science has lost much of its autonomy and the “academic freedom” that went with it. What was once a distinctly separate world of its own – a scientific community – has become a thing of the past, a figment of the imagination. “Looking for an expression that could capture the change that has occurred in the last century and a half in the relation between science and society, I can find no better way than to say that we have shifted from Science to Research,” Bruno Latour has written.  For Latour,
Science is certainty; Research is uncertainty. Science is supposed to be cold, straight and detached; Research is warm, involving and risky. Science puts an end to the vagaries of human disputes; Research fuels controversies by more controversies. Science produces objectivity by escaping as much as possible from the shackles of ideology, passions and emotions; Research feeds on all of those as so many handles to render familiar new objects of enquiry (Latour 1998). 
It can be helpful to divide the changes that have taken place into two phases, one that was largely set in motion in the second world war and came to a kind of climax in the 1960s, and the second from the 1970s onward. While the first phase was primarily a massive scaling up of scientific activity, by means of vast increases in money and manpower, the second phase has brought about a fundamental change in meaning and operation. 
During World War Two, scientists and engineers were supported by society to an unprecedented degree. They were given resources and opportunities to produce more effective weapons, from radar and rockets to atom bombs and toxic chemicals, as well as provide expert advice and secret intelligence that could be of value for the war effort. The mobilization of technology and science for war would initiate new kinds of relations between science, technology and society.  From the 1940s through the 1960s, internally-driven approaches to the production of knowledge, based on disciplinary identities and academic values, came to be complemented by externally-imposed institutional forms and bureaucratic values. As Derek de Solla Price (1963) put it, when he summarized his statistical analysis of rates of increase in money and manpower devoted to research and development through the 1950s, “little science” had given way to “big science”.
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In addition to the atomic bomb project, radar, computing, chemical warfare, and, not least, aircraft design and rocketry, were major areas in which technology and science had been developed during the second world war. And largely because of the decisive role that they seemed to have played in the war effort, the social status and prestige of science and technology changed significantly when the war had ended. The funding and organization of science and technology soon became a new area of concern for national governments, in addition to the relatively few private corporations that had provided “external” support before the war. In the words of  MIT engineering professor Vannevar Bush, who, after serving as a wartime government adviser, was asked by President Roosevelt to suggest how the U. S. government should best deal with this new role, science was characterized as the new “frontier”. And the frontier that was science, unlike the frontier of the old West, was considered to be “endless.”

The Bush report, Science, the Endless Frontier, discussed how the experiences of mobilizing science and technology for the purposes of war could be applied to peaceful purposes. On a discursive level, Bush and his counterparts in other countries fashioned a strategic narrative: science was characterized as a crucial resource in what was soon to be perceived as an international power struggle. What had been achieved on the battlefields should now be achieved in the marketplace and in “international relations” (which became an academic subject of its own after the war). For strategic reasons, substantially larger amounts of public funding ought to be channeled to science and education, or, as Bush put it, “the Federal Government should accept new responsibilities for promoting the creation of new scientific knowledge and the development of scientific talent in our youth” (Bush 1945/1960: 31). In return for giving scientists and engineers vast amounts of money, Bush presented a glorious vision of unimagined prosperity and wealth based on applying science to the human condition, a sort of updated version of Francis Bacon’s vision, New Atlantis.  

At the institutional level, a range of new research councils and other governmental bodies were created throughout the world; in the United States, Bush’s report led to the establishment of the National Science Foundation. Major research and development - or R&D - institutions were also built in the immediate aftermath of the war, particularly in order to develop “civilian uses” of atomic energy. These state-supported facilities complemented those already established by the military and provided a new set of large-scale, multidisciplinary sites for carrying out research and development activities that neither traditional universities nor private corporations could afford. These national laboratories came to be operated along industrial lines, and it was at one such institution – at Oak Ridge, Tennessee - that the director, Alvin Weinberg coined the term, Big Science, as a way to distinguish the kind of knowledge produced at such places from the “little science” of the past (Weinberg 1967). 
Combining traditional academic values with the demands of large-scale bureaucracies proved to be easier said than done, however, and there was a good deal of discussion as the 1950s progressed about the resultant cultural tensions, from C.P. Snow’s famous lecture on the division of society into “two cultures” – a scientific-technical and a literary-artistic - to President Eisenhower’s reflection on leaving office about the growing power of the “military-industrial complex”.  

One of the main tensions concerned competing claims on the loyalty of the scientists. The so-called Oppenheimer affair of the early 1950s, during the anti-communist witch hunt, when J. Robert Oppenheimer, who had directed the Manhattan project, which had produced the atomic bomb, was stripped of his security clearance and his place on the Atomic Energy Commission, brought out some of the less attractive features of the new regime (Salomon 1973). In the United States, the new relations between science, technology and society were challenged by scientists such as Albert Einstein and Leo Szilard and critical intellectuals such as Herbert Marcuse and Hannah Arendt, who had fled from Nazism, and saw the emerging order as a new form of authoritarianism (Jamison and Eyerman 1994). In Europe, as well, there were many scientists and philosophers who contended that the values of internationalism, academic freedom, and what Karl Popper more generally termed the “open society” were threatened by the new kinds of relations that were developing between science, technology and society (for a taste of the debate, see Shils, ed, 1968).     

As the 1950s wore on it became clear to politicians, as well as to the general public that, for all the money being spent on science, the promises of endless prosperity were still to a large extent unfulfilled. Science certainly contributed to ever more awesome weapons of mass destruction, but the Soviets seemed to be keeping pace. Now that the Federal Republic of Germany and Japan had been rebuilt and their economic structures reestablished, many American companies were facing intensified competition. In other “capitalist” countries, as well as in the Soviet Union, the state did not merely support basic research, but applied technology and science to industrial development, as well. The shock of the Sputnik satellite, which the Soviets sent into orbit in 1957, thus triggered important changes both in the discourses of science and technology policy as well as in the practical and institutional dimensions of knowledge production. 

For one thing, it seemed to be insufficient to support scientific research and technological development without giving attention to the links between them, that is, how new scientific ideas were actually turned into new products. As economists began to explore the innovation process, as it started to be called, it became clear to many that technological innovations were not merely a matter of “applying” the results of “basic science”, as Bush had implied in his report after the war, but required a more sophisticated understanding of firm strategies and the dynamics of technological development (Freeman 1974).

The changing relations between science, technology and society had a fundamental influence on the theory of science, as philosophers and historians came to debate the dynamics of scientific growth. On the one side were philosophers, led by Karl Popper, who contended that science grew continuously and cumulatively, and on the other side was the physicist-turned-historian Thomas Kuhn, who recognized the social conditioning of scientific knowledge and presented science as a discontinuous process, a series of paradigm shifts and “scientific revolutions” (Kuhn 1962). Among economists and management consultants, there emerged a similar concern with processes of growth, and with the role of technical change in longer term patterns of economic development. A particularly influential text of the early 1960s was The Stages of Economic Growth by W. W. Rostow, one of President Kennedy’s advisers. Both scientific growth and economic growth can be considered central figures of thought in the dominant social and political discourses of the 1950s and 1960s. As the economist John Kenneth Galbraith (1968) came to characterize it, industrial society and its corporations were no longer seeking to maximize profit and produce goods and services for which there was a recognizable demand on an identifiable market; rather modern corporations were in the business of producing technological development and pursuing growth as an integral part of the primarily military projects of the “new industrial state”.    

From Big Science to Technoscience

The various public debates and social movements that emerged in the 1960s served to challenge many of the assumptions of these discourses, and they contributed to opening science and technology to a range of new voices, constituencies and concerns. Racial discrimination and ethnic integration, environmental protection and energy use, gender equality, and many other areas of research would become central topics of investigation in the years to come, both in  new university departments, as well as in a range of new government agencies and research institutions.    

In 1970 an OECD committee, headed by Harvard engineering professor Harvey Brooks produced the report, Science, Growth and Society.  The report signaled the coming of a new era, in which the relations between science, technology and society would be substantially reconstituted. It was one of the most explicit attempts to transform the critical spirit of protest that was so strong in the late 1960s into constructive new kinds of policies. In order to facilitate these changes, there emerged a new conception of the state and of the exercise of political power, from representative government to what has come to be called governance (de la Mothe 2001). Rather than defining the task of the government primarily in terms of national security and military defense, the state took on a much broader role in relation to technology and science.
In the 1970s, the view of a unified or universal science, based primarily on physics, which had dominated the theory of knowledge since the early 19th century was challenged by what might be termed pluralism: Science with a capital letter became a multiplicity of sciences.  Within the natural sciences, the “leading role” of physics was challenged by the rise of ever more mathematical and experimental “life sciences” and throughout the world, the hegemony of the natural sciences was weakened by the emergence of new fields within the social and human sciences. Even more importantly the dominant perception of Western science as the only legitimate form of knowledge production was questioned by various “ethnosciences” from other parts of the world, as well as from minorities within the industrialized, Western world (Jamison 1994).  

The challenge to the hegemony of Western science and technology reflects the fact that, in recent decades a handful of previously “developing” or undeveloped countries in Asia, especially China and India, have joined Japan as full-fledged competitors with the industrialized countries in many branches of industry, particularly in information and communication technologies. The so-called newly industrializing countries, or NICs – South Korea, Taiwan, Singapore, in particular - showed already in the 1970s that it was possible to develop successful export industries, not so much by developing links to science, along the lines of the growth and development story-line of the 1960s, but by focusing on particularly promising areas, and, as the Japanese had systematically tried to do, “pick the winners” by means of technological forecasting and the creation of systems of innovation (Irvine and Martin 1984; Freeman 1987). 

Such selective, or market-oriented (re)industrialization strategies, which Western countries also began to foster in the 1980s, broke with the doctrines that had previously guided science and technology policy. They were not driven by security or military interests, but rather by purely economic concerns. With the coming into power of conservative governments in Britain and the United States around 1980, a new kind of commercial discourse entered the world of technology and science. Especially in the bio-medical field, and in the broader areas of health and agriculture, powerful alliances would be created between transnational corporations and transnational organizations to reinvent knowledge in the name of the “life sciences”. 

The genetic breakthroughs of the 1950s, and, in particular, the double helix model of DNA constructed by James Watson and Frances Crick served to trigger this process. The scientific-minded could use the code as a starting point for exploring the connections between particular kinds of genetic traits and particular kinds of diseases and plants, while the technically-minded could try to build apparatus that could transfer genetic material from one organism to another. There was a clear potential relevance both for agriculture and medicine - and for commercial applications. Some of the research carried out by university scientists in the 1960s was supported by companies interested in the results, but there were both bureaucratic rules and behavioral norms that served as barriers. In particular, the rights to what has come to be called “intellectual property” were complicated: should the universities where scientists worked be able to earn money on the results of the research, or were the scientists more to be regarded as the employees of the companies? 

In 1972, when a group of researchers at a public research institution in Asilomar, California, succeeded in modifying or manipulating genetic material, these issues took on an even greater significance. Already by the late 1970s, it was clear to many observers that biotechnology had enormous economic potential, and many of the scientists involved began to establish companies, where they could try to develop commercially viable products (Yoxen 1983). When Ronald Reagan was elected president in 1980, bringing with him an ideological distaste for bureaucracy (and for the “freedom” of scientists, as his tenure as governor of California in the 1960s had disclosed), such entrepreneurial activity received government encouragement, as did other kinds of efforts to strengthen the interaction between universities and industries. In the 1990s, the international diffusion of the Internet, cellular telephones and other information and communications technologies contributed to an intensification of contacts between universities and technology firms, as well as to increasing attention to entrepreneurship and other aspects of knowledge management and product development.  

Genetic engineering and information technology, and, most recently, nanotechnology, require expertise and skills from a number of scientific fields, as well as an engineering competence, put together in what might be termed a commercializable cocktail. While certainly not all science has come to be integrated into processes of commercial innovation, there can be no denying that the rise of information technology and biotechnology industries has exerted a major influence on scientific research as a whole. As is readily apparent, these types of technology distinguish themselves from other types of technology in at least three major respects. 

On the one hand, they are laboratory, or instrument-based technologies, which means that they require major expenditures on scientific research, and, most especially, expensive scientific instruments for their eventual development. And unlike the science-based innovations of the early 20th century, which were, for the most part, applications of a scientific understanding of a particular aspect of nature (microbes, molecules, organisms, etc), these new technologies are based on what Herbert Simon (1969) once called the sciences of the artificial. Information technology is based on scientific understanding of man-made computing machines, and biotechnology is based on scientific understanding of humanly modified organisms. Nanotechnology is the most recent example of a “mode 2” field that was based on the development of scientific instruments to make a previously unreachable realm of reality available for commercial product development.  

Secondly, we are dealing with technologies that are generic in scope, which means that they have a wide range of potential applications in a number of different economic areas, social sectors and cultural life-worlds. As opposed to earlier generic technologies, or radical innovations – the steam engine, electricity and atomic energy, for example, which were primarily attempts to find solutions to identified problems - these new types of technologies tend to be solutions in search of problems. In this respect, information technologies, biotechnologies, and nanotechnologies are idea-based, rather than need-based, which means that, in relation to their societal uses, they are supply-driven, rather then demand-driven. That is one of the reasons why they require such large amounts of marketing and market research for their effective commercialization, and indeed for their development. 

Finally, these advanced, or “high” technologies are transdisciplinary in what might be called their underlying knowledge base; that is, their successful transformation into marketable commodities requires knowledge and skills from a variety of different specialist fields of science and engineering. In earlier periods of technological development, there were clearer lines of demarcation between the specific types of competence and knowledge that were relevant; indeed the classical categories of engineering are based on the particular types of scientific and technological theories that were utilized (chemical, mechanical, combustion, aerodynamic, etc). Genetic engineering and information technology, and, most recently, nanotechnology, require expertise and skills from a number of scientific fields, as well as an engineering competence. The genetic engineer and the nanotechnologist certainly must know physics and chemistry and biology, but they do not know and learn these subjects in the same way as physicists, chemists and biologists. Rather they are taught to know what they need to know, in order to provide the society with new sorts of products. As such, the new technological fields represent a qualitatively new “mode” of knowledge production: a mixture of technology and science which has come to be called technoscience. 

For Michael Gibbons and his fellow authors of the influential book, The New Production of Knowledge (1994), traditional discipline-based science - what they term “mode 1” - has been ever more supplanted by new forms of knowledge production that disregard disciplinary boundaries and are directly oriented toward contexts of application. A new mode of knowledge production – so-called “mode 2” – is said to have emerged which challenges the values or norms that had previously governed the scientific enterprise. Knowledge in mode 2, we are told, has “its own distinct theoretical structures, research methods and modes of practice …which may not be locatable on the prevailing disciplinary map” (Gibbons et al 1994: 168).
Under the influence of information and communication technologies, and, not least, the challenge from Japanese firms, social and political theorists began to write in the 1980s about an “information society”, which had come to be linked to the increasingly globalized character of commercial and financial transactions in the concept of the knowledge society. With the coming of the Internet and its enormous influence on the economy, as well as on the making of knowledge, Manuel Castells (1996) drew on many of these earlier efforts to provide an ambitious analysis of the “age of information” and the coming of what he terms the network society:

Toward the end of the second millennium of the Christian era several events of historical significance transformed the social landscape of human life. A technological revolution, centered around information technologies, began to reshape, at accelerated pace, the material basis of society….Our societies are increasingly structured around a bipolar opposition between the Net and the self. (Castells 1996: 1, 3) 

Like Latour and Gibbons and so many others who have tried to understand these changes, Castells can be accused of exaggeration. The emphasis on all that is new tends to downplay all that remains the same. There is a tendency toward hyperbole in such analyses. In certain respects, they embody the developments they describe: academics going to market and scientists becoming the salesmen of the things that they create.     

Hype, Habitus, or Hybrids?

In recent decades, many if not most scientists have come to behave like businessmen on the make, seeking out venture capital, lying about their results, and seeing each other as competitors rather than colleagues. Hyperbole, deception, and outright fraud have become an all too visible part of the research enterprise. These developments have led to a weakening – and, in many places, a complete elimination – of the sense of “enlightening” their fellow citizens that many makers of knowledge have traditionally thought they were doing. The idea, or, perhaps more accurately, the myth of a pure, or basic science, driven by curiosity and the “internal” motivations of the scientific practitioners themselves and with an intrinsically beneficial societal function, has certainly not disappeared as an ideal, but it has become increasingly difficult to practice when the very possibility of carrying out scientific research has become dependent on the ever present need of funding and salesmanship.  In the words of Derek Bok, the former president of Harvard:
Commercialization threatens to change the character of the university in ways that limit its freedom, sap its effectiveness, and lower its standing in society. … The problems come so gradually and silently that their link to commercialization may not even be perceived. Like individuals who experiment with drugs, therefore, campus officials may believe that they can proceed without serious risk (Bok 2003).
Not only have the borders between science and business become increasingly blurred, and the meanings and practices of science increasingly commercialized. At the same time, the procedures of public accountability and the criteria of scientific legitimacy have changed character. Many is the scientist who goes directly to a company (or commercial media outlet) to sell his or her ideas, avoiding the traditional forms of peer review that have been a characteristic feature of the way in which the scientific enterprise has traditionally ensured “quality control”. 

Already in the 1980s, Aant Elzinga had come to view the emerging commercialization with alarm, as he noted that established epistemic criteria, that is, the ways in which scientific truth claims are justified, were being put out of operation, as scientists increasingly found themselves in a condition of what he termed “epistemic drift”: 

…the process whereby, under strong relevance pressure, researchers become more concerned with external legitimation vis-à-vis policy bureaucracies and funding agencies than with internal legitimation via the process of peer review. This may be seen as a process of erosion of the traditional system of reputational control (Elzinga 1985: 207).

In the ensuing years, that traditional system has been increasingly challenged by the dominant, or hegemonic commercial culture. To borrow a term from the French sociologist Pierre Bourdieu (2004), what we might call the “habitus” of science has been ever more colonized by those with other interests and values. As a result, many scientists have reacted quite critically to these developments, and have, like Bourdieu himself, sought to defend science from the intrusive commercial culture. Many of the responses have, however, merely reaffirmed, or reasserted, the traditional beliefs, or values, of academic life, without recognizing that those beliefs or values have, to a large extent, become increasingly irrelevant. Like the national identities that are seen by neo-nationalist racists to be threatened by immigrants, the scientific identity is seen by many scientists to be threatened – both by commercialization and religious fundamentalism. But their attempts to reassert an autonomy, or independence - like the attempts of the anti-foreigners to reassert their national identity, which leave little place for immigrants to exist - tend to become reactionary and backward-looking and leave little room for creatively assimilating the new approaches to research, or for dealing with the very real challenges, such as climate change, that we face as a species. In both cases, the response becomes a defense of a tradition, or a customary way of life, which, to a large extent, has outlived its usefulness and is no longer meaningful.
It can be helpful to consider these developments in relation to what Raymond Williams once termed “cultural formations”. For Williams, social and cultural change involves the emergence of new “structures of feeling”, new sensibilities, new mixtures of ideas and practices, or what Williams termed “social experiences in solution” (Williams 1977: 133).  Emerging cultural formations or structures of feeling are subjected to two sorts of pressures, according to Williams: incorporation from what he termed the dominant cultural formations, and reaction from what he termed the residual cultural formations. In this sense, we can think of the commercialization of research – or globalization - as a dominant cultural formation that seeks to incorporate all scientific and technical developments into processes of innovation; and we can think of the various forms of resistance or reaction – the defense of so-called Enlightenment values - as residual cultural formations, trying to adapt scientific and technological developments to older, or more habitual ways of life and belief systems – to the traditional “habitus” or habitual behaviour of scientists. Where the one attempts to commercialize all new ideas and inventions and turn them into business, the other seeks to uphold the old ideals of enlightenment and the disinterested pursuit of the truth that have traditionally been associated with big “s” Science.  

It is between the traditional, or residual regime and the commercial, or dominant regime that an emerging, or hybrid regime – a “mode 3” of change-oriented research is to be found (see Jamison 2001). It is by mixing and recombining elements of traditionalism and commercialism that hybrid knowledge makers carry out their various kinds of research. Both in terms of methods, organizational forms, types of knowledge, and approaches to education, the hybrid imagination represents a kind of synthesis of the commercial and the traditional systems or cultures of research (see chart).
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Conclusions
The transition from science to technoscience is a long historical process that can be divided into two overlapping phases, a constructive or quantitative phase that started already in the 19th century and came to a kind of climax in the 1960s and a more commercial or qualitative phase that has taken place since the 1970s. As a result, the traditional, discipline-based approaches to science have not only become anachronistic, but socially irresponsible, as well. As the tiresome disputes about science and religion amply demonstrate, conducted in an air of mutual disdain and misunderstanding, science is only one way of knowing reality and provides knowledge about only certain aspects of existence. The contemporary resurgence of religious belief shows that the knowledge that is made by scientific methods, particularly as a commercialized mode of knowledge production has become ever more dominant, is simply not meaningful or helpful enough for many people. A hybrid, or situated form of knowledge making based on experiential and collective learning processes and combining engagement and competence, theory and practice, professionalism and citizenship can perhaps help to reconnect science and technology to the needs and concerns of the broader society (Jamison 2008).
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